
Longitudinal Double-Spin

Asymmetries for Intermediate

Rapidity Inclusive π0 at STAR

by

William Solyst

Submitted to the faculty of the University Graduate School

in partial fulfillment of the requirements

for the degree

Doctor of Philosophy

in the Department of Physics,

Indiana University

February 2021



Accepted by the Graduate Faculty, Indiana University, in partial fulfillment of the require-

ments of the degree of Doctor of Philosophy.

Doctoral Committee

Scott W. Wissink, Ph.D. (Chair)

William W. Jacobs, Ph.D

Charles J. Horowitz, Ph.D

Rex Tayloe, Ph.D

February X, 2021

ii



Abstract

We report a new measurement of the longitudinal double-spin asymmetry ALL for neu-

tral pions (π0s) reconstructed in the STAR Endcap Electromagnetic Calorimeter (EEMC)

from polarized proton-proton collisions at
√
s = 200 GeV with data taken in 2009. Neutral

pion ALL is directly sensitive to the gluon polarized parton distribution function g(x), as

quark-gluon scattering is the dominant subprocess for π0 production at RHIC kinemat-

ics. The EEMC is optimized for measurement of π0s, with full azimuthal coverage for

1.086 < η < 2.0 and a fine granularity, scintillator-based shower maximum detector to

distinguish the π0’s signature di-photon decay. In the more forward pseudorapidity region

of the EEMC, where inclusive jet measurements are compromised due to charged-particle

tracking inefficiencies for η > 1.3, π0s can be reconstructed accurately, allowing us to probe

lower values of partonic momentum fraction x, where g(x) is poorly constrained.
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Chapter 1

Introduction

The proton was discovered as an atomic building block in 1917 when Ernest Rutherford

performed a series of experiments involving alpha particles passing through nitrogen gas.

Rutherford observed the creation of hydrogen gas in his experiments leading to the hypoth-

esis that the hydrogen nucleus (our proton) already existed within the nucleus of nitrogen

and other elements [4] [5].

In 1933, Otto Stern found the first experimental evidence suggesting that the proton

contained an internal structure, when he measured its relatively large anomalous magnetic

moment [6]. In the 1960s and ’70s, Deep Inelastic Scattering (DIS) experiments led to the

parton model, Quantum Chromodynamics (QCD), and the discovery of quarks and gluons.

Despite the massive progress that has been made in understanding the internal structure

of the proton, some interesting puzzles still remain. One such puzzle is how the various

partons contribute to the proton’s spin 1/2 quantum number. The measurements described

1



Figure 1.1: Feynman diagram for lepton-proton Deep Inelastic Scattering (DIS) process

in this thesis are designed to help constrain the contribution to proton spin by intrinsic

gluon spin.

1.1 Deep Inelastic Scattering and Proton Structure

One of the most important tools for studying internal structure of nucleons has been lepton-

nucleon scattering. Elastic measurements, where the proton largely stays intact, can give

bulk measurements such as charge radius. Probing the internal structure of a nucleon

requires the larger amount of momentum transfer (Q2) found in Deep Inelastic Scattering

(DIS) processes. As a consequence of Bjorken scaling, (discussed below) at high Q2 DIS

has the ability to resolve point-like constituents inside of a proton. More information on

DIS can be found in [7] [8] [9].
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The DIS unpolarized cross section is written as

d2σ

dΩdE ′
=

4α2E ′2

Q4
(2W1sin

2 θ

2
+W2cos

2 θ

2
), (1.1)

where α is the fine structure constant, E ′ is the energy of the scattered lepton, θ is the

lepton scattering angle, and W1 and W2 are the inelastic structure functions which depend

on energy loss (ν) and Q2.

It was proposed by Bjorken in 1969 [10] that for large Q2 the inelastic structure func-

tions, W1 and W2, could be expressed in terms of a single dimensionless variable now

known as Bjorken-x (Equation 1.4). This result was quickly confirmed by DIS at the Stan-

ford Linear Accelerator Center (SLAC) [11] [12]. With what is known as Bjorken scaling

applied, the inelastic structure functions can now be written as

F1(x) = MW1(ν,Q
2), (1.2)

F2(x) = MW1(ν,Q
2), (1.3)

where,

x ≡ Q2

2Mν
, (1.4)

and M is the target nucleon’s mass. Experimental data for Bjorken scaling is shown in

3



Figure 1.2.

The observed relatively weak dependence of F1 and F2 on Q2 would be interpreted by

Feynman [13] as evidence for what became known as the parton model. In this model,

high Q2 scatterings can be understood as the lepton scattering off of quasi-free point-like

constituent particles (known as partons) inside of the proton radius. Figure 1.1 shows a

Feynman diagram for DIS scattering, in which the electron scatters off of a parton (one of

the proton’s valence quarks) via photon exchange.

Bjorken and Paschos [14] proposed quarks, spin-1/2 particles governed by a local quan-

tum field theory based on gauge group SU(3), as candidates for partons. Quarks had been

predicted earlier in 1964 by Gell-Mann [15] and Zweig [16] [17]. In the quark-parton model

the proton is made up of three valence quarks (uud), which carry a large fraction of the

proton’s momentum, and a multiplicity of sea quarks, which consist of quark anti-quark

pairs. Kuti and Weisskopf [18] advanced the quark-parton model to include gluons as a

neutral force carrier holding the proton together and carrying momentum not experimen-

tally accounted for by quarks and anti-quarks.

In the regime where Q2 is greater than a few GeV2 the two structure functions (Equa-

tions 1.2 and 1.3) are no longer independent but satisfy the Callan-Gross [19] relation,

F2(x) = 2xF1(x), predicted for spin 1/2 quarks. Experimental results proved quarks very

promising, describing both the proton’s free point-like internal structure, and the large DIS

cross sections observed at low Bjorken-x where structure is dominated by sea quarks and

gluons.

A consequence of the parton model is that the structure functions must contain some

4



information about the probability of finding a given quark. Rewriting the functions in

terms of quark Probability Density Functions (PDF) gives

F2(x) = 2xF1(x) =
∑
i

e2ix(qi(x) + q̄i(x)), (1.5)

where quark flavors are being summed over, qi(x) (q̄i(x)) are the PDFs for a given quark

(anti-quark) flavor, and ei is the charge associated with the flavor of quark.

The main early difficulty for the quark model was accounting for the confinement of

the quarks within the nucleon. Quarks had to have relatively weak quark interactions

over short distance scales, but strong quark interactions over long distance scales. The

weak short distance interactions are experimentally shown through a small (logarithmic)

dependence on Q2 in the structure functions. These effects require a large range of x to be

probed as demonstrated in Figure 1.2.

Quantum Chromodynamics (QCD) emerged as the leading quantum field theory to

describe nucleons and the strong Force. QCD has the property of asymptotic freedom

which allows strong interactions to become weak at high energies or short distance scales.

Asymptotic freedom in QCD ’rehabilitated’ quantum field theory by explaining the unusual

properties of attraction in the quark-parton model: both the weak interactions at short

distances and confinement [20]. This property gives rise to the F2 structure function’s

logarithmic Q2 dependence in QCD. It is interesting that, while the leptons are unable to

probe gluons directly, studying Bjorken scaling violation gives an indirect way to study

gluons and make insights into QCD utilizing DIS.

5



Figure 1.2: World Data for proton structure function F p
2 with fixed x as a function of Q2.

Near Q2 independence demonstrates Bjorken Scaling. [1]
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1.2 Helicity Substructure

So far this discussion of proton structure has not included the matter on hand: spin. Early

DIS experiments generally operated on the assumption that the spins of incoming and

outgoing leptons, as well as the target nucleon, were well averaged over. Study of polarized

DIS has led to new developments in QCD including proton spin, which has received much

attention the past 30 years. Overviews of polarized DIS experiments can be found here

[21] [22] [23] [24].

In polarized DIS, cross sections were measured with longitudinally polarized proton

and lepton beams. Comparing the cross sections in cases where the beam spins are parallel

compared to anti-parallel leads to two new structure constants g1(ν,Q
2) and g2(ν,Q

2),

though the Q2 dependence is expected to be weak. This is expressed as

d2σA

dΩdE ′
− d2σP

dΩdE ′
=

4αE ′

Q2E
[(E + E ′cosθ)mg1 −Q2g2], (1.6)

where σA and σP are the cross sections for the anti-parallel and parallel polarizations

respectively, and E is the incident lepton energy. Bjorken Scaling also applies for polarized

DIS so the structure functions are re-expressed as g1(x,Q
2) and g2(x,Q

2). As with the

unpolarized case, one of the new structure functions can be related to probabilities

g1(x) =
1

2

∑
i

e2i [∆qi(x) + ∆q̄i(x)], (1.7)

where ∆q(x) (∆q̄(x)) are the helicity distributions for quark (anti-quark) flavor i. Helicity

7



distribution is the PDF of a preference for finding a quark (or anti-quark) of a given flavor

with spin parallel to the direction of the proton’s spin. Simply expressed in terms of PDFs

∆q(x) = qP (x)− qA(x), (1.8)

where qP (x) is the PDF of finding a quark whose spin is parallel to the spin of the proton,

and qA(x) anti-parallel to the spin of the proton. World data for g1(x) can be found in

Figure 1.3.

Unlike the first structure function which we were able to directly relate to probabilities

(Equation 1.7), the second polarized structure function g2(x) proves far more difficult to

assign a physical interpretation and observe. The discussion of this is outside the scope of

this paper but a discussion of g2(x) can be found in [25].

It seems an intuitive assumption that the spin of the proton, analogous to electric

charge, would be the vector sum of the spins of the valence quarks. In fact the early quark

parton model assumed this would be nearly the case. Using polarized DIS and observables

based on g1(x) this assumption could be tested. In the late 80s, the European Muon

Collaboration (EMC) measured the spin structure function g1(x) in a Bjorken-x range

between 0.01 and 0.7 [26] [27]. The result implied that quarks and anti-quarks only carry a

small fraction (∼ 20%) of the proton’s spin, assuming a contribution from an unpolarized

strange quark. This is significantly smaller than the theoretical expectation (∼ 60%) from

the relativistic quark-parton model proposed by Jaffe and Ellis [28]. This large variation

from theory became known as the ”proton spin crisis” and motivated increased theoretical

and experimental interest into the origin of the proton’s spin.
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Figure 1.3: World Data for g1(x, q
2) for the proton. The data shows a great deal of

agreement between COMPASS and HERMES results.
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In recent years modern measurements have further constrained g1(x). Basic DIS mea-

surements are only sensitive to charge squared and are therefore unable to distinguish

quarks from anti-quarks. New techniques for DIS have been developed, such as polar-

ized semi-inclusive DIS (SIDIS) where a fragmentation function is used to extract helicity

distributions for specific flavors of quarks and anti-quarks. Particle reconstruction based

on fragmentation functions is used to correlate the parton probed with the reconstructed

hadron. Modern polarized semi-inclusive DIS measurements at COMPASS [29] at CERN,

and HERMES [30] at DESY, show a great deal of agreement for g1(x) (Figure 1.3) and

suggest a value for ∆Σ that accounts for approximately 1/3 of the spin of the proton.

In 1990 Jaffe and Monahar [31] showed that proton spin can be broken down into

intrinsic quark and gluon polarization, along with orbital angular momentum contributions.

The proton spin is symbolically written out as

Sp =
1

2
=

1

2
∆Σ + ∆G+ Lqz + LGz (1.9)

where ∆Σ is the sum of quarks’ net spin polarization, ∆G is the net spin contribution car-

ried by gluons, and Lqz and LGz are the orbital angular momentum contributions from quarks

and gluons, respectively. ∆Σ and ∆G can be expressed in terms of helicity distributions:

∆Σ =

∫
dx(∆qu(x) + ∆q̄u(x) + ∆qd(x) + ∆q̄d(x) + ∆qs(x) + ∆q̄u(x)) (1.10)
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∆G =

∫
dx∆g(x,Q2). (1.11)

∆g(x) is an analogous helicity distribution for gluons, and can be defined as the preference

at a given x for finding a gluon with spin parallel to the direction of the proton spin. The

1/2 factor is on ∆Σ in Equation 1.9 since quarks have spin-1/2 whereas gluons are spin-1.

Further discussion of decomposing spin and operator definitions can be found in [32] [33]

[34].

1.3 The RHIC Spin Program and Spin Asymmetries

in the study of ∆G

Similar to how scaling violations in F2(x,Q
2) is caused by and gives insight into the gluon,

scaling violations in g1(x,Q
2) give insight into polarized gluons and help constrain ∆G.

There is not a large enough range in Q2 in g1(x,Q
2) measurements to properly constrain

∆G, due to the limited energy range of current lepton-nucleon facilities..

Constraining ∆G is a main motivation for the RHIC spin program. High energy polar-

ized pp collisions can probe ∆g(x,Q2) via quark-gluon and gluon-gluon interactions (de-

scribed below). Current fits from theory groups constraining ∆G using data from RHIC

and elsewhere are shown in Figure 1.4. More information about work done by theory

groups can be found in [2] [35] [36].

The observable most sensitive to ∆G(x) is the longitudinal double-spin asymmetry ALL.
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Figure 1.4: Monte Carlo replicas for gluon helicity density ∆g(x,Q2) at Q2 = 10 GeV2

shown by dotted blue lines. Solid Blue shows statistical average. DSSV14 fit in black,
NNPDF in green. Dot Dashed lines show variance. (Structure Function Chapter of PDG
[2])

Double-spin asymmetries are simply constructed and defined as the direct measurement

of the spin dependencies of the process’s cross section. The assymetry of interst can be

expressed as

ALL =
d∆σ

dσ
=

(dσ++ + dσ−−)− (dσ+− + dσ−+)

(dσ++ + dσ−−) + (dσ+− + dσ−+)
. (1.12)

where σ refers to the cross section for some process (for this paper the π0 cross section) and

∆σ is the cross section’s preference for production by like-signed pp collisions. For clarity

dσ is conveniently decomposed into its constituents, a + or - for each proton’s polarization.

By factorizing Equation 1.12 into perturbative and non-perturbative terms we can tease

out the dependency of ALL to gluon polarization. Following [37] and with the process
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a+ b→ c+X:

ALL =

∑
abc ∆fa ×∆fb × dσ̂fafb→fcx ×Df

π0 â
fafb→fcx
LL∑

abc fa × fb × dσ̂fafb→fcx ×D
f
π0

. (1.13)

σ̂ represents the hard partonic cross section and âLL represents the partonic double-helicity

asymmetry; both these values are calculated within perturbative QCD. ∆f is the polarized

parton distribution function and f is the unpolarized parton distribution function . So

gluonic subprocesses yield a ∆g dependence for ALL. If the scattering being measured is

dominated by single subprocess ALL can be approximated by

ALL ≈
∆fa
fa

∆fb
fb

âprocLL , (1.14)

where âLL is the process-specific spin coefficient for partonic hard scattering.

For high energy proton-proton collisions the hadronic reaction can be decomposed in

terms of long-range and short-range contributions [38]. The long-range contribution is

sensitive to parton distribution within the nucleon structure. The short range parts come

from interactions of partons and are therefore process-independent.

Partonic interactions are either between a gluon and a gluon (gg), a gluon and quark

(qg) or two quarks (qq). Feynman diagrams for these subprocesses are shown in Figure

1.5. The gg subprocess has a (∆g)2 term meaning an ALL observable dominated by this

subprocess will not readily reveal ∆g sign information, while the qq subprocess has no

dependence on ∆g whatsoever. The qg subprocess is preferable because it contains a

single ∆g term, and as discussed above the ∆q is well defined from polarized SIDIS. The
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Figure 1.5: Feynman diagrams of partonic interactions for gg, qg and qq sub-processes.

final term from 1.14, the process-specific spin correlation (âLL) is predicted with excellent

accuracy at high energies using perturbative QCD [39].

1.3.1 Neutral Pion Double-Spin Asymmetry

The neutral pion (π0) cross section for the reaction pp → π0 + X is dominated by the qg

subprocess at RHIC collision energies [40]. Therefore it’s found that the π0 double-spin

asymmetry is able to provide strong constraints on the gluon spin.

Fractional cross sections for π0s from 200 GeV pp collisions are shown for gg, gq, and

qq subprocesses in Figure 1.6. The left plot shows central rapidity η = 0 for π0s with

transverse momentum between 1 and 15 GeV/c and right shows forward rapidity η = 3.3

for π0 energy between 30 and 60 GeV. The qg subprocess dominates the cross section
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Figure 1.6: Fractional contribution from sub-processes (gg, gq, and qq) to neutral pion
cross section for 200 GeV pp collisions at central η = 0 (left) and at forward η = 3.3
(right) pseudo-rapidity. [3])

for the forward rapidity plot; this demonstrates that π0 production will be sensitive to

gluon polarization in STAR kinematics. The left plot shows that the greatest sensitivity

to gluon polarization is found in the intermediate pT range from about 5 to 15 GeV. NLO

calculations of parton distributions can be found here [41], and NLO pion production from

longitudinal pp collisions here [42] [43] [44].

High pT π
0s are produced in abundance at RHIC from proton-proton collisions. With a

high branching ratio to a signature two photon decay it is also easy to detect π0s at STAR.

Since π0s can be detected in abundance and their production is dominated by favorable

sub-processes they are an excellent candidate to calculate a Double-Spin Asymmetry and

help constrain ∆G.

Experimentally constructing ALL involves a bit more nuance than Equation 1.12 im-

mediately lets on. In the experimental context at high energies, perfect beam polarization
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Figure 1.7: Plots of Dijet ALL from central rapidity in 2009 at STAR. Top plot shows
dijets in with same sign pseudorapidity and bottom plot shows dijets with opposite sign
pseudorapidity.
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is not obtainable. Beam polarization and luminosity vary by fill and with time. In the

context of RHIC and STAR, the two beams are separated into various bunches scattering

at bunch crossings with each beam independently being either parallel or anti-parallel to

the beam line. This leads to four types of bunch crossings. The net luminosity for each

crossing as well as beam polarization information are then needed to calculate ALL. There

are several valid normalization schemes; for this analysis the basic equation used is as

follows:

ALL =
1

pbpy

(N++ +N−−)−R3(N
+− +N−+)

(N++ +N−−) +R3(N+− +N−+)
(1.15)

where pb and py are the polarization of the blue and yellow beam respectively, N is the raw

count of π0s from a bunch crossing with +/- blue (yellow) polarization. R3 accounts for

luminosity normalization and is given in Equation 1.16 where Ls are the luminosity values

for various types of bunch crossings. More detail on the experimental set up can be found

in Chapter 2, and ALL calculation details will be presented in Chapter 5.

R3 =
L++ + L−−

L+− + L−+
(1.16)

PHENIX, another detector formerly on the RHIC beam line, had a higher trigger rate

and was able to reconstruct more π0s at central rapidity compared to STAR [45] [46] [47].

The STAR Endcap can be utilized to reconstruct pions at a more forward rapidity than

at PHENIX. A more forward reconstruction range potentially allows for the constraining

of ∆G in the crucial region of lower Bjorken-x. A pion study of pp 200 GeV photons
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has also been completed at STAR using the 2006 dataset [48]. STAR has the capability

to reconstruct even farther forward rapidity pions using the Forward Meson Spectrometer

(FMS).

Jet and dijet ALL has been a main observable for constraining ∆G at STAR. Jet and

dijet production are also dominated by qg and gg interactions. The same pp 200 GeV

dataset analyzed in this paper has been used to reconstruct dijets, measure ALL, and

constrain ∆G at central and intermediate rapidity. Figure 1.7 shows dijet ALL results at

central-rapidity, and Figure 1.8 shows the same for intermediate rapidity. Figure 1.9 shows

how these 2009 dijet studies from STAR have helped to constrain the DSSV group theory

fit of ∆G.

1.4 Thesis Outline

So far a background for the research presented has been given. Chapter 1 has included

the developments in particle physics leading up to proton sub-structure and the so-called

proton spin crisis. Experimental exploration of spin-1/2 has been introduced focusing

on the work done at STAR. Finally the topic at hand of measurements of π0 ALL for

constraining ∆G is explored. Chapter 2 will give further information about the facilities

at RHIC and STAR as they were during data taking in 2009.

Chapter 3 discusses the creation of the data set as well as the simulated data. In

chapter 4 the structure and function of the di-photon reconstruction algorithm, as well

as developments and changes made to the procedure and code, is explained. Chapter
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Figure 1.8: Plot of Dijet ALL from analysis that takes data from both BEMC and EEMC.
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Figure 1.9: Plot showing the impact from 2009 dijet analyses on the global fit of ∆G.

5 will discuss calculation of ALL from reconstructed di-photons and systematic errors.

Comparison between data and simulation will be shown, and results will be presented.

Chapter 6 will give some concluding remarks.
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Chapter 2

RHIC and STAR overview

2.1 Spin Polarized Proton Collisions at RHIC

The Relativistic Heavy Ion Collider (RHIC) located at Brookhaven National Lab (BNL)

in Upton, New York is the first and only collider in the world capable of colliding beams

of high energy spin polarized protons. Protons can be longitudinally (or transversely)

polarized and accelerated to center of mass energies of 200 GeV or 510 GeV. A diagram

of the layout of RHIC is shown in Figure 2.1. RHIC was designed to be versatile and is

also the first collider capable of colliding ultra-relativistic heavy ions. RHIC is a useful

facility for studying Quark Gluon plasma and parton contribution to proton spin. A more

complete overview of RHIC can be found in [49], [50], and [51].
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Figure 2.1: The RHIC accelerator complex at BNL.

2.1.1 RHIC Accelerator Chain

The RHIC accelerator chain begins with an optically pumped polarized H− ion source

(OPPIS) constructed for RHIC polarization from the OPPIS at KEK. The OPPIS beam

produces pulses of 9×1011 ions 300−500 µs long with a .5 mA current and 80% polarization.

The H− ions are accelerated from 35 keV to 200 MeV using a radio-frequency quadripole

(RFQ) accelerator and a 200 MHz Linear Accelerator (LINAC). The initial Longitudinal

polarization from OPPIS is converted to transverse during injection when the beam passes

through the two bending magnets. Polarization alignment can be adjusted by a spin rotator

solenoid prior to injection into the LINAC. OPPIS pulses are also directed toward a 200

MeV p-carbon polarimeter to monitor polarization.

22



When the pulse is strip-injected into the booster it becomes a single bunch. This

process has about a 60% efficiency therefore each bunch contains about 4× 1011 protons.

The booster accelerates the bunch to 1.5 GeV and transfers it to the Alternating Gradient

Synchrotron (AGS) which accelerates it up to 25 GeV for injection into one of the two RHIC

rings. The RHIC rings accelerate and store protons at the desired experimental energy

and allow for collisions. RHIC’s two rings are concentric and quasi-circular: protons travel

clockwise in the blue ring and counterclockwise in the yellow beam. From when the AGS

begins injection of bunches until RHIC dumps its beam is known as a ”fill”. The efficiency

of beam transfer from AGS and acceleration is near 50%, leaving about 2× 1011 protons

per bunch. It takes about ten minutes for the protons to ramp up to full energy, which

is small compared with the potential length of a fill. RHIC is able to accommodate 120

bunches per ring.

2.1.2 Spin Dynamics at RHIC

A major challenge for spin polarized proton-proton collisions is maintaining beam po-

larization during acceleration. The precision of the spin of a beam is governed by the

Thomas-BMT equation:

d~P

dt
= − e

γm
[γG~B⊥ + (1 +G) ~B‖]× ~P , (2.1)

where ~P is the polarization vector in the rest frame, ~B is the magnetic field, G is the

anomalous magnetic moment, and γ is the Lorentz factor [52].
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This can be compared with the Lorentz force equation for the motion of a particle in a

synchrotron with an external magnetic field:

d~v

dt
= − e

γm
~B⊥ × ~v. (2.2)

For an ideal ring with magnetic fields completely perpendicular to the motion of the particle

~B‖ becomes zero in equation (2.1). This leads to equations (2.1) and (2.2) differing by a

constant factor of γG, known as the spin tune (vsp) which indicates the number of full spin

precessions per circuit of the ring.

Stepping away from the ideal ring towards a real synchrotron with nonzero B‖, a ma-

jor difficulty for spin polarized beams at high energies is having magnetic fields creating

depolarizing resonances. Whenever the spin precession frequency of the beam is a rational

fraction of oscillation of the focusing magnetic fields, a depolarizing resonance occurs.

The main two types of depolarizing resonances are imperfection resonances caused by

magnetic errors and misalignments, and intrinsic resonances caused by focusing fields.

The traditional techniques utilized to combat depolarizing resonances employed in the

AGS, such as betatron tune jump and harmonic corrections of the vertical orbit [53], are

not sufficient for the high energy acceleration at RHIC. A novel technique, the ”Siberian

Snake” was developed to overcome depolarizing resonances at RHIC’s high energies [54].

The Siberian Snake is made up of a series of helical dipole magnets which generate a

180◦ spin rotation about a horizontal axis allowing the stable spin direction to remain

unperturbed. To put it another way, the Siberian Snake avoids resonances by fixing the

spin tune independent of energy. Two Siberian Snakes are placed on RHIC for the two
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beam lines. The Siberian Snake concept was first tested at the IUCF Cooler Ring [55].

Additionally, helical dipole magnets called spin rotators are placed on either side of the

interaction zones. There are two rotators per beam line per interaction zone. The first spin

rotator flips the spin 90◦ from vertical polarization to transverse for collisions at STAR or

PHENIX. The second flips the spin back to vertical to continue around the ring without

losing polarization.

2.1.3 Polarimeters at RHIC

Measurements of beam polarization are an invaluable part of the RHIC Spin Physics Pro-

gram. They provide important spin asymmetry measurements and accelerator performance

feedback. Two types of polarimeters are utilized at RHIC: two proton-Carbon (pC) po-

larimeters, one per beam, were used to measure relative polarization [56], and a hydrogen

gas jet (H-jet) polarimeter was used for absolute polarization measurements [57]. The

location of the polarimeters can be found in Figure 2.1

Relative vertical beam polarization is determined by measuring the left-right asymmetry

in p+C scattering defined by

Pbeam =
1

ApCN

NL −NR

NL +NR

=
ε

ApCN
, (2.3)

where Pbeam is beam polarization, ApCN is the effective pC analyzing power, NL and NR are

numbers of carbon nuclei scattered left and right of beam polarization direction normalized

by luminosity, and εbeam is the raw asymmetry. Since the absolute analyzing power (ApCN )
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Figure 2.2: Cross section of the RHIC pC polarimeter

is not well known at RHIC energies, the pC polarimeter is only used for relative and not

absolute polarization.

In the pC polarimeter a thin carbon ribbon target is used; protons are scattered at very

forward angles with the carbon recoiling nearly perpendicular to the beam. Six silicon strip

detectors are mounted in a vacuum chamber as shown in Figure 2.2. An advantage of rela-

tive polarization measurements with a pC polarimeter is that high statistics measurements

can be made in less than one minute. The pC polarimeters give invaluable data, comparing

polarization measurements between different fills as well as tracking polarization loss over

the course of a given fill. Additionally, a polarization profile, or the dependence of polar-
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Figure 2.3: Schematic for the RHIC H-Jet polarimeter

ization on the horizontal and vertical transverse dimensions, can be found by scanning the

carbon ribbon target across the beam.

The other polarimeter used at RHIC to complement the pC polarimeter’s relative mea-

surements with an absolute polarization measurement is the H-Jet polarimeter. A polarized

hydrogen gas jet target crossing the beam in the vertical direction is used to create p-p

scatterings and left-right asymmetries are again measured. The polarimeter is made up of

six silicon strips as seen in Figure 2.3. As the beam and the target are both protons the

analyzing power for beam and target is the same:
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AppN = − εtarget
Ptarget

=
εbeam
Pbeam

. (2.4)

εtarget is the raw asymmetry for pp elastic scattering for the target proton, and Ptarget

is the target proton polarization measured by a Breit-Rabi Polarimeter with an absolute

accuracy better than 2%. The beam polarization can now be rewritten as:

Pbeam = −Ptarget
εbeam
εtarget

. (2.5)

The cross section for this H-Jet target is mucher thinner than carbon ribbon, therefore it

takes longer to make absolute H-Jet polarization measurements compared to the quick pC

polarization measurements. The H-Jet polarimeter measurements are used for an overall

normalization for each pC polarimeter, making it possible to have a polarization value for

each beam and fill.

2.2 Solenoidal Tracker at RHIC

The Solenoidal Tracker at RHIC (STAR) [58], is one of the four original experiments on

the RHIC ring, along with PHENIX [59], BRAHMS[60], and PHOBOS[61]. STAR is

currently the remaining active experiment at RHIC with sPHENIX [62] in development.

STAR is a general purpose high acceptance detector for the measurement of hadronic and

electromagnetic particles from proton-proton and heavy ion collisions. The measurements

and analysis described in this thesis were performed utilizing STAR.
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STAR was designed to measure a variety of observables. It consists of several detector

subsystems, each of which specializes in detecting and tracking the motion of certain types

of particles. At the heart of STAR is the Time Projection Chamber (TPC), which provides

tracking, particle identification, and transverse momentum measurements for charged par-

ticles. The Barrel Electromagnetic Calorimeter (BEMC) measures electromagnetic energy

deposited at central pseudorapidity (Equation 2.6) |η| < 1.0 with a high degree of accuracy.

The Endcap Electromagnetic Calorimeter (EEMC) increases rapidity coverage at the front

end of STAR, including a region where tracking from the TPC has fallen off significantly.

The main detector subsystem of importance for this analysis is the EEMC.

2.2.1 Time Projection Chamber

The STAR Time Projection Chamber (TPC) is the central component which provides

tracking and identification of charged particles [63]. It has a nominal range of |η| < 1.3 in

pseudorapidity and 2π in azimuthal angle. The TPC is permeated by a 0.5 Tesla solenoidal

magnetic field oriented parallel to the beam-line and a uniform 135 V/cm electric field

roughly parallel to the magnetic field [64]. Its volume is filled with P10 gas, a mixture of

90% argon and 10% methane. The TPC geometry can be described as follows: it is 4.2 m

long, 4.0 m in diameter, and its drift volume extends radially from 50 cm to 200 cm from

the beam line.

Charged particles from the collision vertex ionize the p10 gas. An electron avalanche

then drifts towards the multi-wire proportional counter (MWPC) system in the TPC end-

caps. The electron avalanche in the field surrounding the MWPC wires induces an image
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charge on the readout pads. Information shared from multiple readout pads give the x-y

position of the ionization event. Electron drift velocity is measured by a dedicated laser

system, along with the drift time the z position of the ionization event can be determined

[65]. The full trajectory of a charged particle can be determined from this positional

information.

The solenoidal magnetic field causes charged particles heading through the TPC to have

helical trajectories. The radius of a trajectory in the TPC gives the particles momentum

in the plane transverse to the field direction, called ’transverse momentum’ or pT .

The tracking provided by the TPC is important for reconstructing collision vertices.

Nominally the center of STAR at z=0 is the collision point for proton-proton collisions

but actually collisions are distributed normally with a sigma of about 60cm. Particle

trajectories reconstructed by the TPC can be projected back to the beam-line to determine

a vertex.

2.2.2 Endcap Electromagnetic Calorimeter

The Endcap Electromagnetic Calorimeter (EEMC) is mounted on the inner face of the

west pole tip of STAR, 2.7 m away from the center of STAR. The Endcap helps increase

acceptance for particles produced in high energy collisions with intermediate rapidity such

as W±, jets, eta mesons, and pions. The acceptance extends from pseudorapidity 1.086 ≤

η ≤ 2.00 (η definition given in Equation 2.6) and azimuth is from 0 ≤ φ ≤ 2π . A small

gap exists between the Endcap and BEMC (−1 ≤ η ≤ 1) for the sake of access.
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η = − log(tan(θ/2)) (2.6)

The Endcap is divided into two halves offset from the horizontal (φ = 0) by 15◦. It is

assembled from 720 towers of alternating layers of plastic scintillator and lead. There are

23 layers of lead which act as radiators and 24 layers of scintillator in each tower.

The first two and the last layers of scintillator make up the pre-shower-1, pre-shower-2,

and post-shower detectors. These layers are read out separately from the other scintillator

layers. After the fifth radiator the pair of Shower Maximum Detector (SMD) planes are

placed. The other layers make up the main energy reading for the tower and are read

into a single photo-multiplier tube (PMT). Pre-shower and post-shower information is not

directly used in this analysis but they were used to produce energy calibrations for the

towers and SMD. The layout of the tower with locations of pre-shower, post-shower, and

SMD are found on the right side of Figure 2.4. Figure 2.5 shows a simulation of showering

occurring on an EEMC cross section with layers labeled.

The EEMC is divided up by 12 sections in pseudorapidity (η) and 60 sections in azimuth

(φ) where each section contains one tower. The sections are uniform in azimuth at ∆θ = 6◦

but vary with respect to pseudorapidity with ∆η ∼ 0.06 near η = 1 and ∆η ∼ 0.10 near

η = 2. The location, size, and shape of the towers inside of the EEMC are illustrated

on the left side of Figure 2.4. Every five subsequent sections in azimuth forms one of 12

Endcap sectors as shown in Figure 2.7.

For every beam crossing the energy signal collected from each of the 720 photomultiplier

tubes is sent to a tower digitizer card and is digitized in a 12 bit linear flash ADC. The
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Figure 2.4: Schematic of one half of the EEMC (left) and the setup of layers of an individual
section of the EEMC (right).
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Figure 2.5: Cross section shows simulated shower passing through layers of EEMC Tower.

ADCs are sent to digital data storage and manipulation (DSM) cards for use in the trigger.

The SMD planes are found approximately 5 radiation lengths inside the Endcap. The

SMD is made up of polystyrene-based scintillator strips with overlapping triangular-shaped

cross sections stretching across a sector. The overlapping strip shape creates energy sharing

between nearby strips, leading to stable measurements of shower profile and improving

resolution. These strips are organized into two planes U and V, with orientations organized

orthogonally to one another so that the positions of energy deposition can be triangulated

within a 2D plane. These strips provide the needed position resolution to distinguish single

photon showers from di-photon events from π0 and η0 decays. A schematic drawing of the

SMD for two orthogonal planes in a sector illustrating overlapping design of strips is shown

in Figure 2.6.

There are actually three layers for the SMD. One contains passive plastic while the
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Figure 2.6: U and V layers of the EEMC SMD with a cross section of the overlapping
triangular strips.

others contain the U and V SMD planes. The pattern of U, V and passive plastic alternates

with a pattern recurring every third sector as shown in Figure 2.7, with SMD layers colored

red.

Charged MIPS (Minimum Ionizing Particles), such as muons, charged pions and pro-

tons, deposit energy in the calorimeter slowly and uniformly by ionizing atoms. The

predictable nature of their energy deposition, as well as their relative abundance, makes

them a good candidate for calibrating energy gains in the Endcap. They can be used

to arrive at absolute gains for towers on an individual basis and relative gains for each

layer. Electrons and photons generate showers in the Endcap as photons undergo pair

production (γ → e+ + e−) and electrons and positrons undergo Bremsstrahlung radiation

(e± → e± + γ) [66] [67].
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Figure 2.7: Asymmetric layout of the EEMC SMD sub-layers

2.2.3 STAR Data Acquisition System and Triggers

The role of the data acquisition (DAQ) [68] system is to read data collected from the other

STAR subsystems and reduce the data rate to a manageable level. The decision points

in hardware and software of what to collect are called triggers. STAR collects a massive

amount of information from frequently occurring collisions, so the DAQ is extremely im-

portant to the success of STAR. Datasets are stored in the HPSS system where they can

be retrieved by researchers for data analysis [69].

The STAR Trigger system is designed to facilitate heavy ion research and understand

the interior of hadrons [70]. The trigger is multi level and modular and pipelined consisting

of Level-0, 1, 2 and 3 triggers. Level 0 and Level 1 (L0 and L1) are hardware based while

Level 2 and Level 3 (L2 and L3) are software-based. The hardware triggers are fully

pipelined with fast access to raw digitized signals from STAR. The firing of hardware

triggers signals full readouts from slower detectors to be obtained.

The first layer of trigger electronics consists of a tree of DSM boards and a Trigger
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Table 2.1: Jet patch geometry in 2009.

Control Unit (TCU) called level-0 (L0 trigger). These electronics are spread out over

several VME crates. Level 0 processes data for every RHIC crossing, only accepting events

that are of potential interest.

Some of the decisions at level 0 are based on the energy deposited in fixed regions of

BEMC and EEMC called jet patches. Each jet patch covers an area of approximately 1 in

pseudorapidity by 1 (60 degrees) in azimuth. The 30 jet patches from the 2009 configuration

are shown in Table 2.1. Three different thresholds are used for trigger decisions; from

highest to lowest threshold they are JP2, JP1 and JP0 (JP for Jet Patch). The thresholds

were adjusted during Run 9 to normalize yields as summarized in Table 2.2. Transverse

energy is approximated by ET = 0.236 × (ADC − 5) GeV. If any of the 30 jet patches is

above a given threshold the given jet patch trigger is set.

Events that are accepted by Level 0 undergo more detailed analysis at Level 2. Level

2 is software-based and implements more sophisticated triggering algorithms. In the L2

processor the dataset will be analyzed for various triggers based on different detectors and

their subsystems. The level 2 trigger of interest for this analysis is the L2Egamma trigger

which is designed to trigger on electrons or photons. If the event passes the trigger criteria,
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Table 2.2: Jet patch thresholds in 2009. Set 1 is through run 10125061.

then all the event information from the relevant detector subsystems will be transported

to the DAQ system [68] [69]. The DAQ system has a parallel structure connected by a

Myrinet network and receives data from the receiver board’s VME-bus boxes [71].
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Chapter 3

Data Sample and Simulation Studies

The data used in the analysis presented here was collected using the STAR detector at

RHIC during Run IX proton-proton running at center of mass energy
√
s = 200 GeV in the

year 2009. The integrated luminosity was 21 pb−1 with a luminosity-weighted polarization

of the two beams at PB = 56% and PY = 57%.

To complement this data set a large simulation sample was created. Physics events are

simulated in Pythia and then Geant is used to simulate the detector response. Embedding

samples are created with simulated events embedded on top of real detector background

data. This chapter gives an overview of the data and simulation samples used to test the

algorithm.

A number of photon and pion-”gun” type simulations were used to help test the pion

reconstruction procedure. An auxiliary study of photon shape in the EEMC SMD is also

given here. This study used a large number of simulated photons to construct a shower

38



profile for photons in the SMD.

3.1 Data Sample

At RHIC, a fill is the period from when the beams are fully injected until the beams are

dumped. Data samples at STAR are divided into different runs which have a set target

duration depending on the fill. The 200 GeV portion of Run IX contained over 2000 runs,

most of which are not suitable for this data analysis. Many runs can be immediately for

various reasons they may be too short, marked bad, calibration runs or missing the EEMC.

The run list for this analysis is based on the previous 2009 mid-rapidity dijet measurement.

An explanation of how the list of used runs was created is given in the next section.

3.1.1 Data Quality Assurance

An initial list of runs was created from all runs which include the TPC, BEMC and EEMC,

and lasting longer than 3 minutes. Runs containing major problems with a detector as in-

dicated by shift logs or diagnostic plots were removed. From the remaining runs those con-

taining the trigger setups production2009 200GeV Hi, and production2009 200GeV Single

were used since they contained the triggers used for this analysis, the L2Gamma and JP1

triggers. The trigger setup production2009 200GeV Lo also contains triggers of interest,

but it proved problematic for Run IX. So runs produced with only this trigger setup and

not the other two were removed.

The Trigger Clock Distribution (TCD) phase in TCD boards which controls timing of
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data taking for triggered events was mis-set from the beginning of Run IX. For the first

part of the run it was mis-set for both towers and pre/post shower layers and the SMD.

After run number 10114054, a few days into pp200 running, the TCD phase was corrected

for the towers but not for the pre/post/ESMD. Finally both towers and pre/post/ESMD

were correct after run number 10140030 for the final 60% of pp200 running. None of the

data with mis-set TCD was deemed usable for this analysis.

To further ensure quality, mean values of tracks per event were plotted and runs with

outlier values greater than 5σ from global means were removed. It was ensured that runs

included information that was required for the analysis. It was required that runs included

information on polarization values of each bin, relative luminosity values, and valid spin

bits. Ultimately a total of 888 runs were included in this analysis.

3.2 Simulation/Embedding Dataset

To correct for detector effects on measurements and study systematic errors, simulated

events generated from PYTHIA 6.425 [72] with the Perugia 0 tune [73] [74] were chosen to

run through a STAR detector response package (GSTAR) implemented in GEANT 3 [75].

Simulated events are embedded into real STAR detector response from events triggered on

random bunch crossings known as ’zero bias’ data. This allows the simulated events to be

subject to the same beam background, pile-up and detector conditions as the real data.

The simulation sample used was originally produced for the 2009 pp200 inclusive jet

analysis. It is comprised of a total of 21 million events generated in ten separate partonic pT
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bins, and using the detector conditions present in individual run numbers. The simulated

jets include plenty of pions. Knowing the run number of the zero bias data allows us to

track with the state of the detector over the course of Run IX. A trigger filter was used to

reject events which would not fire a simulated JP1 or L2EGamma, the two triggers used

for this analysis.

The embedding was made using 856 runs; 271 of these were from before the TCD phase

was correctly set for the ESMD. The embedding files created using the mis-set TCD were

not adequate for finding photons in the ESMD and so were not used for this analysis.

3.2.1 Levels of Jet Information

The simulation contains three distinct divisions of information corresponding to 1) the par-

tonic hard scattering, 2) the final state of the particles after fragmentation and hadroniza-

tion of the partons, and 3) the detector response to these particles. These levels will

respectively be here referred to as parton level, particle level, and detector level.

Parton Level: The parton level contains information about the 2→ 2 hard scattering

event generated by Pythia. Various kinematic properties of the event are stored, such as

center of mass energy, scattering angle, and momentum fractions (Bjorken-x values) of the

incident partons.

Particle Level: The partons generated by Pythia propagate and hadronize into the

color-neutral, stable particles recorded at this level. At this level particles are indexed and

kinematic information, and particle id are stored. For this analysis, π0s which decay into

two photons are of interest.
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Detector Level: The final level of the simulation stores the detector response as sim-

ulated particles traverse the GEANT model of the STAR detector. The interaction of

particles with the various volumes of specific materials in STAR is replicated—for instance

the ionization of TPC gas, or the deposition of energy inside scintillator layers of calorime-

ters by our π0 photons as they shower. Readout electronics are also emulated to deliver a

simulation of the same data recorded for users at STAR.

3.3 Photon shape study

A study was made of simulated photons in the EEMC to determine the average shape of

energy readout in the SMD. Understanding this shape helps with finding photons in the

SMD. Since we are interested in di-photon events to reconstruct π0s, it is very important to

be able to distinguish between single and two photon events if the latter are close together.

Two sets of GEANT simulation were created using simulated photons. The first set threw

photons near the center of the detector at 1.4 < η < 1.6; the second set threw photons

farther forward in the detector at 1.8 < η < 1.9. Both sets had the same photon transverse

momentum (pT = 4.0), meaning the second set was made up of higher energy photons

compared to the first.

To create the photon response profile for the fit, each event was normalized such that

the central SMD strip energy is equal to 1. After the strips have been normalized, they are

shifted such that the location of the central strip is at strip location 100 (where integers are

strip numbers). After all the strips have been normalized and added together, an average

shower profile has been created.
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Figure 3.1: Double Gaussian fit of average photon profile plot from photon shape study.
The mean of the Double Gaussian is set to 100, the two amplitudes are p0 and p2 with
widths p1 and p3 respectively.
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The fit function found to work well for fitting this profile is that of two Gaussian curves

added on top of one another. A fitted profile found using this normalization is shown in

Figure 3.1. This fit shape will be referred to here as a double Gaussian fit and is given

below as

c1Exp

(
(x−mean)2

2σ2
1

)
+
(c2
c1

)
c1Exp

(
(x−mean)2

2σ2
2

)
(3.1)

where c1 and c2 are the amplitudes for the two Gaussian curves, and σ1 and σ2 are the

widths. While setting the other fit parameters the mean can be safely set with a constant

100 as per our normalization scheme. The fit was used to determine the values of σ1, σ2,

and the ratio of the amplitudes c1
c2

. These three values (σ1, σ2 and c1/c2) are taken as

constant when this fit is applied to data in the π0 analysis; this means that only centroid

and single amplitude (c1) are allowed to vary in the fits.

Previous SMD work has considered the difference in response between U and V layers

given the three different SMD layerings. The simulation was split into 3 parts depending

on which of the 3 layerings the photon was fired towards so that these may be fixed when

finding photons in the SMD. Fits were performed 6 separate times comparing U and V

layers. The fits are shown in Figure 3.2 and a comparison of the parameters can be found

in Figure 3.3. The plots in Figure 3.3 were deemed to be statistically consistent for the

three orderings of the layers, so photon shape was not varied by layer.

The values eventually chosen for the double Gaussian parameters were as follows:
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Figure 3.2: Average photon profile plot for U and V planes for the three different SMD
plane orderings.

σ1 = .87

σ2 = 3.8

c1/c2 = 5.0

(3.2)

The unit on σ1 and σ2 are just SMD strips and c1/c2 is dimensionless. These values are

plugged into Equation 3.1 which is used in the π0 analysis to fit U and V plane candidate

photons in the SMD. An example of the fit applied to two photon peaks from a simulated

π0 is shown in 3.4.
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Figure 3.3: The fitting parameters as determined by plot from Figure 3.2. Parameters are
deemed consistent enough so a single value is used for each parameter instead of varying
by layer.
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Figure 3.4: SMD signal from pion gun simulation. Two photons fit with double Gaussian
are distinct and visible in each plane of the SMD.
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Chapter 4

Software Development for Neutral

Pion Reconstruction

4.1 Pion Decay in the Endcap

This chapter discusses the continuation of development of software to reconstruct forward

rapidity π0s from pp collisions in the STAR experiment. Neutral pions decay via electro-

magnetic interaction to two photons with a branching ratio of 98.8%.

π0 → γγ (4.1)

Photons are stable and easy to observe using the EEMC, so the di-photon signal is used

to reconstruct pions for this analysis. Since π0s decay via electromagnetic interaction they

have a relatively short lifetime of τ = 8.4 ∗ 10−17 s, corresponding to a decay length of
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only 0.025 µm. Since the decay length is short relative to the size and vertex resolution of

the detector, the photon pair can be assumed to originate from the primary vertex. If the

location and energy of the photons can be experimentally determined, then a calculation

of di-photon invariant mass can be made as follows:

mass = E ∗
√

1− Z2
γγ sin

φγγ
2

(4.2)

where φγγ is the opening angle between the two photons from their primary vertex. The

total energy E is equal to the sum of the energy of the two photons E1 and E2. The two

photon’s energies also determine a value called energy sharing:

Zγγ ≡
∣∣∣E1 − E2

E1 + E2

∣∣∣. (4.3)

Photons shower in the Endcap typically depositing all their energy. This creates a

shower profile based on energy deposition in the SMD layers. Information from these

subsystems is used to reconstruct the photons. The SMD gives information for position

so that the opening angle between a pair of photons can be determined. Determining

energy sharing requires information from both the SMD planes and the EEMC towers.

The energy of the photons is determined mostly from towers in a 3x3 tower patch. An

energy-sharing scheme is required since patches will almost always intersect for real EEMC

pions from parton collisions. SMD information is used to determine how energy from the

intersecting towers is distributed to the overlapping photons. If the photons share the same

center tower, energy sharing will be purely determined from SMD energy deposition. Once
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the energy of the photons has been determined, the energy sharing is found according to

Equation 4.3 and the diphoton invariant mass according to Equation 4.2.

4.2 Pion Finder Introduction

The Pion Finder software was developed to reconstruct di-photon events from EEMC data.

A physical pion decays relatively close to the primary vertex into two photons. So, to

reconstruct a pion candidate a pair of photons must first be found. For each photon in the

’pair,’ we need to know its total energy and position in the EEMC. Energy is found from

tower information, but finding position requires detecting coordinated potential photon

responses in both the U and V planes of the SMD.

The process can be summarized in the order that the algorithm actually reconstructs

pions. EEMC SMD data is analyzed to find ’clusters’, which are photon-like energy re-

sponses in a given plane. Correlated U and V clusters and information from corresponding

EEMC towers are used to reconstruct candidates for photons called ’points’. Photons are

paired together as di-photon or π0/η candidates, sometimes simply called pairs. Invariant

mass and transverse momentum are calculated for each accepted pair. This sequence is

illustrated in Figure 4.1.
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Figure 4.1: An illustration of how a π0 candidate is constructed. The π0 is made from two
points which are each constructed from a cluster in the U plane and a cluster in the V
plane.

4.3 The Cluster-Maker

4.3.1 Basic function of the Cluster-Maker

The Cluster-Maker constructs objects as candidate photons called clusters from SMD

strips. This happens independently for each of the twelve EEMC sectors and for the two

SMD planes. The work done in this thesis expanded on the version of Pion Finder that had

been developed by Weihong He at IU CEEM (formerly IUCF) for work on 2006 pions [76].

The most extensive changes to the original algorithm were done in Cluster reconstruction.

In the original cluster maker a central SMD seed strip is selected from high energy strips

to be the central ’seed’ strip for the cluster. A ’floor’ is applied to the surrounding strips

to suppress appearance of a second seed around nearby strips. An energy profile around

the seed strip is added to that strip’s floor. Additional seeds are required to be greater

51



than the floor.

The cluster is constructed from the seed along with the three closest strips on each

side. The cluster’s energy and mean are used in the point maker. A unique key is assigned

to each cluster and the clusters are added to the cluster vector for usage by Point-Maker

(Section 4.4).

4.3.2 Continued Cluster-Maker development

For this analysis the Cluster Maker was significantly updated. Clusters are now found

based on fitting SMD strips and the algorithm no longer deals with ’floors’. The new

method allows for clusters to be closer together, a more accurate determination of cluster

mean, and improved sharing of energy between clusters with overlapping strips. Several

new functions are added to the Cluster Maker to accomplish this.

The first function added to the Cluster Maker searches for clusters in the SMD data

using the SMD shower profile created using the photon simulation study presented in

Section 3.3. The results of this study lead to a double Gaussian fit shower profile consisting

of two Gaussian with the same center but with related amplitudes and different widths

(Equation 3.1). The widths of two Gaussians and the ratio of the amplitudes are shown in

Equation 3.2.

The function recursively searches for clusters in the SMD in order in order from high

to low energy strips. A histogram is created containing the energy of each strip. The basic

philosophy of this function is for the algorithm to check if a potential cluster exists at the

high energy strip, and each time it finds one to subtract the double Gaussian fit from the
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histogram before calling itself with this new histogram. The strips above a certain energy

will be called ’seeds,’ but it should be noted that unlike the old cluster-maker the ’seed’

may not actually be the central strip in the cluster.

Several cuts are used in the process of finding clusters. The most important cut is the

adjacent strip cut. This cut requires that the number of strips within 6 strips from seed

with energy above 1 MeV in histogram is greater than or equal to 4. The double Gaussian

fit (Equation 3.1) is employed to fit near the seed strip. This fit is subtracted from the

SMD response histogram. So after the first cluster has been accepted in later recursion the

’adjacent strip cut’ is not comparing strip response to 1 MeV so much as strip response

−
∑

cluster fits. This biases an adjacent cluster’s center away from an already found

cluster. Functions that help correct this bias are discussed below.

Potential seeds within 1 strip of an existing cluster seed are skipped. Cluster search ends

after we have gone through all potential seeds with an energy above 8 MeV. The centroids

found for our clusters are passed outside the single-photon-fit function and sequentially

sorted.

Next a function is called to look at neighboring clusters and readjust means when two

clusters are close together (defined as with means within 8 SMD strips). This is accom-

plished by fitting these neighboring clusters using a function with two double-Gaussian

peaks. The amplitudes and new means for both clusters are recorded. The amplitudes will

be used for energy sharing of overlap strips as shown below.

A single double-Gaussian fit is also made. The χ2/ndf (number of degrees of freedom)

of this fit is compared to the χ2/ndf of two-cluster fit to see if a single photon may be
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Figure 4.2: Two nearby photons re-fit for the mean adjustment and chi-square test.

a better interpretation of the data. If χ2/ndf is less for the single double-Gaussian fit

than for the two peak fit, then the two clusters are replaced with a single cluster with a

mean determined by the single double-Gaussian fit. The worst fits are excluded; if the

χ2/ndf > 3 for both the 2-peak fit and 1-peak fit then both clusters are removed from the

list of clusters. If the decision to remove any clusters is made, the function is rerun. Figure

4.3 shows a 2D histograms of χ2/ndf for the single and two Gaussian fits for clusters within

3 SMD strips of each other.

At this point, with all of the means found, the cluster can be built. The center of

the cluster or ’zero-strip’ is the strip closest to the fit mean as found in the accepted fit

(either the double Gaussian fit or the corresponding peak from the two double-Gaussian

fit). Three strips to the left and right of the zero-strip are added to the cluster. The energy

of the cluster is the sum of the energies of all strips in the cluster.

The final function of import is for sharing energy. Clusters with zero-strips closer than
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Figure 4.3: 2D histogram of single Gaussian and two Gaussian fit χ2/ndf for clusters within
3 SMD strips of each other.

seven apart are over-counting energy from shared strips. In the old cluster-maker, clusters

couldn’t be closer than six strips apart, and when they were exactly six strips apart only a

single strip was shared. For the method shown here, potential for overlap is much greater

and a more robust strip energy sharing is required.

When zero-strips are closer than seven apart a ratio is calculated using means and

amplitudes from neighboring clusters. The energy each overlapping strip contributes to

each cluster is re-calculated based on this ratio. The new energy is calculated as follows:

E ′1(S) = Estrip
E1(mean1 − S,A1)

E1(mean1 − S,A1) + E2(mean2 − S,A2)
(4.4)
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E ′2(S) = Estrip
E(mean2 − S,A2)

E1(mean1 − S,A1) + E2(mean2 − S,A2)
(4.5)

where E ′1,2 is the new energy of the strips for cluster 1 or 2, S is the strip number, and E1,2

is the energy of a double Gaussian as a function of distance from the center (mean(1,2)−S)

and its amplitude (A(1,2)).

4.4 The Point-Maker

The EEMC Point-Maker helps create photon point candidates from SMD clusters discussed

above and related tower clusters. The U and V planes of the SMD are orthogonally oriented

so that the position of an incident photon will give an intersection between the two planes.

Only intersections above an active tower are accepted. The SMD clusters from the EEMC

Cluster-Maker discussed above are used to determine the position and energy sharing of

points. Related tower clusters are then used to determine the absolute energy points.

Here a point can be defined as the coincidence of SMD clusters from the U and V plane

underneath an active tower.

Points are reconstructed sector by sector. For each sector all possible U and V cluster

combinations over an active tower (a tower with energy nonzero energy) are found as

candidates to become points. Points are found iteratively so that each time a point is

found, its corresponding clusters are removed from the list of clusters and the process is

repeated.

Clusters are sorted from low to high by the relative energy ratio defined as
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Relative Energy Ratio =
|Eu − Ev|
Eu + Ev

, (4.6)

where Eu is the energy of the U cluster and Ev is the energy of the V cluster. For ideal

energy detection one would expect a real photon to deposit nearly the same energy in each

plane so we would expect Relative Energy Ratio ≈ 0. In practice, this level of precision

cannot be expected from our measurements. Even calibrating individual SMD strips is

extremely difficult at STAR.

For every cluster the number of point candidates that may be constructed from it are

counted. The point candidates made from two clusters that both only correspond to a single

point candidate are examined first. Any isolated U-V pair where both clusters have only

one point candidate intersection (being the other cluster in the pair) can be immediately

accepted as points. After a point has been accepted the corresponding clusters are removed

from the pool, and the algorithm recurses with the remaining pool of clusters.

The process of choosing points is illustrated in Figure 4.4. For this example two clusters

are found in both the U and V planes forming four intersections. Three of the intersections

occur over active towers so only three point candidates exist. From these three point

candidates, the intersection with the best energy match between the U and V planes is

chosen, for this example the top point. In the next step there are only two remaining

clusters, one from each plane, forming a single valid intersection which will also be chosen.

A more complicated procedure called ’point splitting’ is sometimes required. A point

candidate is examined for point splitting if it has one cluster which only corresponds to

the given intersection, and the other cluster corresponding to multiple intersections. The
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Figure 4.4: An example illustrating the working of Point-Maker. Two clusters in U and V
form four intersections but only three point candidates because leftmost point is not over
an active tower. The top point candidate is added to the point pool because it has the best
energy matching between U and V and its two clusters are removed. On the right the two
remaining clusters create a single intersection which will also be added to the point pool.

Figure 4.5: Simple case of a candidate for the splitting algorithm. The single U cluster
might be interpreted as two photons which were close in U strips but further separated in
V.
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Figure 4.6: A diagram of patterns for point candidates (in red) in the two SMD planes.
From left to right the first point candidate would be classified as a solitary point, the next
two points point candidates would qualify for the splitting algorithm, the last four would
be picked according to their relative energy ratio.

most basic case for a candidate for point splitting is shown in Figure 4.5. A decision must

be made whether to accept only one of the two points or to ’split’ the energy of the shared

cluster and accept two points. If no isolated points or splitting candidates are found, the

remaining point candidate with the lowest relative energy ratio is accepted. The three

types of points discussed above are represented in Figure 4.6.

The splitting algorithm has been modified from the original IU pion finding algorithm.

A choice is made to either ’split’ the energy of a single cluster to accept two of the point

candidates, or to only take one of the candidates. Typically there will not be more than

a single pion in a sector per event, so the decision criteria for splitting is made with the

assumption that both points in the split come from a single pion. Since the SMD separation

in one of the planes is nearly zero, it is reasonable to put a cut on SMD separation in the

opposite plane. The Point-Maker requires the separation between the two clusters to be at
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least six strips apart to qualify for splitting. The algorithm also ensures that the relative

energy ratio is improved, not degraded, by splitting. This cut on relative energy ratio

is given in Equation 4.7 assuming that both point candidates match the single cluster U

(with energy Eu) and each point candidate has a unique V cluster (with energy Ev1 and

Ev2). If a V cluster is the candidate to be split, the equation is the same except u → v

and v → u.

|Eu − Ev1 − Ev2|
Eu + Ev1 + Ev2

<
|Eu − Ev1|
Eu + Ev1

&
|Eu − Ev2|
Eu + Ev2

, (4.7)

The split cluster is copied twice; each copy has the same strip numbers and mean as

the original but the total SMD energy has been calculated based on the energies of the two

clusters in the opposite plane. The new energies, E ′u1 and E ′u2 , are calculated assuming

(again) that a U cluster is the one being split.

E ′u1 = Eu
Ev1

Ev1 + Ev2
(4.8)

E ′u2 = Eu
Ev2

Ev1 + Ev2
(4.9)

If a V cluster is being split the equation is the same with u→ v and v → u.

Tests were performed on a third decision branch in the splitting algorithm. If splitting

candidate clusters are particularly close together, they might be the result of a single

photon. If the condition is met a single new accepted point would be formed from the

single cluster in one plane and a new cluster made out of all the strips from the pair of
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clusters in the other plane. When the Cluster-Maker was altered with tests to combine

certain clusters, combining clusters in the splitting algorithm was deemed to be redundant.

In the ’normal case’ where each cluster helps create multiple valid intersections, clusters

are chosen in order from lowest relative energy ratio to highest. For example, in the case

where two clusters in each plane create four valid intersections over active towers, the

intersection with the lowest relative energy ratio will be chosen first. The two clusters

corresponding to this intersection will be removed before the recursion happens with just

the two remaining clusters. Since what remains is just an isolated valid point it will be

immediately accepted.

The algorithm is finished with a sector after all of the clusters in either the U or V plane

have been used or eliminated. After all points have been added the algorithm uses tower

clusters to determine the absolute energy of the points. Energy is determined by looking

at the energy of a 3 × 3 cluster of towers with the middle tower above the point’s SMD

intersection. Since towers have much coarser granularity than the SMD it is highly likely

that there will be overlap between tower clusters. To handle energy sharing for towers

shared by points, a weighting is given based on SMD cluster energy to each tower each

time it is added to a tower cluster. After weighting is finished, the energy contribution

from each tower is calculated:

Ep =
n∑
i=1

ETi
ESMD

Wi

(4.10)

where Ep is the final absolute energy measurement of the point, n is the number of towers,

ESMD is the energy of the SMD cluster, ETi is the energy of the ith towers, and Wi is its
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weighting. Ep is saved as the energy of the point going forward, and points are saved to

the point pool to reconstruct π0s.

4.5 The Pion-Maker

The Pion-Maker works in three stages: 1) reconstruct all possible di-photon candidates

from the pool of points; 2) filter candidates by certain cuts; and 3) accept the remaining

di-photons and organize them by pT , invariant mass, and spin at bunch crossing.

Pion Candidates are created by choosing a pair of points (photons) in a given sector.

For each point, the position, vertex and energy are used to calculate 4-momentum. When

pairs are made from combinations of points, it is now possible to calculate the di-photon

opening angle φγγ and energy sharing Zγγ (Equation 4.3) which are used to calculate

di-photon invariant mass (Equation 4.2).

A pseudo-rapidity cut from 1.086 to 2.00 is set based on the EEMC geometry. The z

component of the reconstructed di-photon vertex is required to be between -150 cm and

150 cm. It is required that both points have energy above 0.75 GeV. Finally a further

cut is made on central tower energy based on location within the EEMC relative to the

center of a sub-sector. At least one tower is required to have energy above the following

threshold:

Cut = 1.5 GeV × exp

(
− 1

2

(ηpoint − ηbin
0.035

)2
+
( φ′

2.3

)2)
, (4.11)

where ηpoint is the pseudo rapidity of the point based on the SMD crossing, ηbin is the pseudo
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rapidity of the center of the sub-sector, and φ′ is a modified azimuthal angle recalculated

modulo deg 30 based on location within sector. The widths along both dimensions are set

to 2.3◦ in azimuth and 0.35 in pseudo rapidity based on a simulation study conducted by

Weihong He [76]. Both these tower energy cuts were reduced by half to increase acceptance.

For each run, di-photons are binned by mass and pT , and the results are saved for

further analysis. The details of this are found in Chapter 5.
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Chapter 5

ALL Analysis of π0s in the STAR

EEMC

Longitudinal double-spin asymmetry (ALL) is the primary observable for study of the

proton’s gluon helicity distribution, ∆g(x), at RHIC. The details of the relation of ∆g to

ALL, and previous measurements of jet and pion ALL at STAR and elsewhere are described

in Chapter 1. A general way of writing out ALL, is given below:

ALL =
σ++ − σ+−
σ++ + σ+−

(5.1)

where σ++ and σ+− are the differential production cross sections from collisions of protons

with equal and opposite helicity, respectively.

Details of the experimental measurement data collection in 2009 at STAR are given in

Chapter 2, and the algorithm to reconstruct π0s is discussed in Chapter 4. This chapter
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will discuss how reconstructed di-photons are used to calculate ALL.

To measure ALL, the polarization of the beams and the integrated luminosity of the

individual beam states must be taken into account. Adapting ALL measurements for po-

larization and normalization for luminosity is discussed in Section 5.1. The physics and

background fits used to measure π0 yields are described in Section 5.2. The reasonableness

of this method is confirmed in Section 5.3 by comparing fits to data and to simulation

studies, and in Section 5.4 by measuring various false asymmetries which should be consis-

tent with zero. Discussion of the calculation of statistical uncertainties is given in Section

5.5, and measurements made to determine systematic uncertainties are given in Section

5.6. Finally, the results are shown in Section 5.7.

5.1 Spin Sorting and Normalization of Diphoton In-

variant Mass Plot

As Equation 5.1 shows, it becomes necessary to represent ALL in a way that accounts for

the experimental conditions at RHIC and the output of the Pion Finder software. Naively

counting pions based on the polarization states at the bunch crossing will not give a valid

value. The absolute polarization of each beam must be taken into account, as well as the

relative luminosity of the various states. An equation for ALL which takes these factors

into account is given below:

ALL =
1

pbpy

(N++ +N−−)−R3(N
+− +N−+)

(N++ +N−−) +R3(N+− +N−+)
. (5.2)
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pb and py are the polarizations of the blue and yellow beams respectively, R3 is a relative

luminosity normalization factor, and Nxy are the π0 yields for the various spin states.

5.1.1 Binning by Polarization

ALL needs to be scaled by polarization measurements since the beams are not 100% po-

larized. The beam polarizations for the two beams at RHIC are measured by the pC

(proton-Carbon) and H-Jet (polarized Hydrogen gas jet) polarimeters, as described in Sec-

tion 2.1.3. The pC polarimeter is used to quickly measure relative polarization, and the

H-Jet polarimeter is used for slower absolute polarization measurements. The average po-

larization across all of 2009 pp 200 GeV, the dataset used in this analysis, was ≈ 56% for

the blue beam and ≈ 57% for the yellow beam.

To account for the way polarization varies from fill to fill, the normalized data was

split into three polarization bins based on the product of the average polarizations for the

two beams during a given fill. The highest polarization bin contains fills with average

pbpy values between 33.4% to 39.2%, the next highest polarization bin contains fills with

pbpy values between 29.9% to 33.2%, and the lowest polarization bin contains fills with

pbpy values between 23.0% to 29.9%. Labels ”pol-H”, ”pol-M”, and ”pol-L” (for high,

middle, and low) are used to name the polarization bins. These bins were created to

contain roughly the same amount of fills. An average value of the polarization of the bin is

plugged into Equation 5.2 for pb×py. These three bins are used to create three independent

measurements of ALL.
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Table 5.1: The four spin patterns used in 2009. The ’+’ represents positive helicity and
the ’-’ represents negative helicity.

5.1.2 Spin Pattern

RHIC encodes spin patterns which contain helicity information for each proton-proton

bunch crossing. Four spin patterns are created for typical fills; these patterns are given in

Table 5.1. These patterns are cycled through fill by fill for pp collisions at RHIC. Only

events with a valid spin pattern are retained.

Each of the 120 bunch crossings is assigned a unique number (0-119). The two ’abort

gaps’ containing events from beam background only are discarded: bunch crossings 31-39

for the yellow beam abort gap and 111-119 for the blue beam abort gap. An analysis of

relative luminosity found that bunch crossings 20, 60, and 78-80 were suspect for this data

set, so they were also discarded.

The helicity combination of the colliding bunches is encoded as the ’Spin-4’ value at

STAR. Each of the bunch crossings has a set value associated with it. The meaning of the

Spin-4 values used by this analysis is given in Table 5.2. Spin pattern is recorded by an

off-line database which is called by the Pion Maker (Section 4.5). The Pion Maker discards

events from the abort gap and bad bunch crossings, and sorts events by Spin-4 value.
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Table 5.2: Spin patterns for the four relevant helicity states.

5.1.3 Relative Luminosity Normalization

The various Spin-4 configurations are not equally sampled as there are a limited number

of bunch crossings with variable intensity. To compare the various pion yields used in

calculating ALL or other asymmetries it becomes important to normalize by integrated

luminosity.

Relative luminosity was measured by the spin-sorted BBC coincidence yields for 2009.

The BBCs are able to reliably measure relative luminosity since they have high yields

and are independent of the other detector subsystems [77]. Another measure of relative

luminosity was made using the ZDC sub-system [78]. The difference between luminosity

measurements for the BBC and ZDC is used as an estimate of the systematic error. This

is further discussed in [79].
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Luminosity normalization factors are given below:

R1 =
L++ + L−+

L+− + L−−
(5.3a)

R2 =
L++ + L+−

L−+ + L−−
(5.3b)

R3 =
L++ + L−−

L+− + L−+
(5.3c)

R4 =
L++

L−−
(5.3d)

R5 =
L−+

L−−
(5.3e)

R6 =
L+−

L−−
(5.3f)

R3 is the quantity used to normalize the helicity-sorted yields to calculate ALL, the other

quantities are used to normalize the various other asymmetries detailed in 5.4.

In this analysis the Pion Finder algorithm is run over the list of runs for each polariza-

tion bin creating invariant mass spectra for each spin pattern. For a given polarization bin

these mass spectra are added together in several ways. For ALL three sums are required:

the like-signed spectra are simply added together while the unlike spectra are each scaled

by the factor R3 before being added together. The sum of these two spectra is used de-

termine fit parameters, as described below. Other normalized histogram sums are created

and stored for false asymmetries.
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Spectra are also sorted by by the transverse momentum (pT ) of the pion. ALL is

calculated in nine pT bins. The nine pT bins are 2.5-4.0, 4.0-5.0, 5.0-6.0, 6.0-7.0, 7.0-8.0,

8.0-9.0, 9.0-10.0, 10.0 to 12.0, and 12.0-16.0 GeV/c.

5.2 Diphoton Invariant Mass Fit Procedure and π0

Yields

In order to find the number of π0s from the diphoton invariant mass spectra and accurately

compare π0 output for ALL calculations, it is important to have good procedures for fitting

and counting π0 production. The fit shape is discussed in Section 5.2.1 (below) and the

method for using this fit to create comparisons of π0 counts is discussed in Section 5.2.2.

5.2.1 Diphoton Invariant Mass Fit

Fits are made for the various diphoton invariant mass spectra created using the pion

finding algorithm. An invariant mass background must be fit as well as the π0 signal. An

exponentiated 2nd-order polynomial is chosen to fit the background, and a skewed Gaussian

is chosen for the signal region. The fit chosen is given below:

exp
(
p0 + p1x+ p2x

2
)

+ A ∗ exp

(
− 1

2

( x− µ
σ(1− skew(x− µ))

)2)
(5.4)

with the first exponential defining the background and the second Gaussian exponential

defining the fit region. Parameters p1 and p2 define the shape of the background, and
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Figure 5.1: Diphoton invariant mass plot (x-axis units of GeV/c2) for a single pT bin
created using the Pion Finder algorithm. Both π0 and η meson physics peaks are visible.
Fit was created using a multi-term exponential for background and a skewed Gaussian for
π0 peak.

exp(p0) defines its amplitude. For the Gaussian fit of the signal, A is its amplitude, µ is

the centroid of the peak, σ is its width and s is the value of ’skew’ which is discussed below.

Real data fit using Equation 5.4 is shown in Figure 5.1.

A signal above background is also visible for the eta meson (η) near η mass of 547.9

MeV/c2. Instead of fitting this region with a second skewed Gaussian we decided to ignore

the region near η, from 450 MeV/c2 to 650 MeV/c2 and avoid additional fit parameters

having to fit a second physics curve.
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p T Lower Range Upper Range
2.5-4.0 0.04 1.00
4.0-5.0 0.04 1.00
5.0-6.0 0.04 1.00
6.0-7.0 0.04 1.00
7.0-8.0 0.05 1.00
8.0-9.0 0.060 1.00
9.0-10.0 0.060 1.00
10.0-12.0 0.070 1.00
12.0-16.0 0.070 1.00

Table 5.3: Lower and upper ranges used in the pion invariant mass peak fit. Area around
η peak from 0.450 to 0.650 is excluded from the fit range.

The fit range used goes from before the background starts to fall off (below the π0 peak)

to above the η region at 1.00 GeV/c2. The chosen value of the lower end of the fit range

varies in value from 40 MeV/c2 to 70 MeV/c2. The lower end of the fit range is ’eye-balled’

and the dependence of the fit on this choice is examined in Section 5.6.2. The values of

the lower range are shown in Table 5.3.

It was decided to always hold the value of ’skew’ constant when fitting. Having four

parameters allowed to vary lends too much freedom to the fit. A study was completed of

fitting a diphoton invariant mass spectra with three different values of fixed skew at 4.0,

6.0 and 8.0. The χ2 values for each of these fits is recorded in Table 5.4. Based on this

study a lower skew value may be slightly preferable for the lower pT bins (and a higher

skew for the higher pT bins), but the variation in χ2 with choice of skew is relatively

low. A final choice was made to implement a constant skew of 6.0 for each pT bin for this

analysis.
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pT/Skew 4.0 6.0 8.0 /ndf
2.5-4.0 80.7 81.7 87.3 /70
4.0-5.0 78.1 78.4 79.7 /70
5.0-6.0 103.6 104 105.6 /70
6.0-7.0 89.9 90.0 90.4 /70
7.0-9.0 104.9 102.9 101 /69
9.0-16.0 141.3 139 137.8 /68

Table 5.4: χ2 value for fits made at skew = 4.0, 6.0 and 8.0 in six pT bins. Number of
degrees of freedom is given in the right column. Nothing has been changed in the fit (for
a given pT bin) other than fixed skew. The χ2 values indicate that choice of skew between
these values does not compromise the quality of the fits.

5.2.2 Counting π0s to calculate ALL

The fit still has six free parameters besides skew, which has been fixed. Allowing this

many parameters to freely vary would make for an unstable fit procedure with a lot of

systematic uncertainty for the measured yield of real π0s. To generate stable fits that can

reliably measure π0 yields for ALL, a procedure was designed to do fits in two steps.

In the first step, a fit is generated for the sums of all spin states allowing all parame-

ters(other than skew to vary). The parameters from this step are saved in a text file to be

passed along to the next step.

In the second step the values of p1, p2, σ and µ are used from step 1, leaving only

p0 and Amp to vary. This leaves the shape of the background and skewed Gaussian

constant but with amplitudes allowed to vary. With this scheme, the like-signed and

unlike-signed spectra are fit separately. This gives direct comparisons between the two fits

used to calculate the asymmetry. Furthermore, using values from the first fit statistically

guarantees appropriate values for the fixed parameters for the second step.
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pT pol L pol M pol H
2.5-4.0 3.347 3.35589 3.3536
4.0-5.0 4.50051 4.50039 4.4998
5.0-6.0 5.4852 5.48455 5.48178
6.0-7.0 6.47558 6.4761 6.47515
7.0-8.0 7.46597 7.46783 7.46671
8.0-9.0 8.45967 8.46199 8.46054
9.0-10.0 9.4641 9.46215 9.46297
10.0-12.0 10.8276 10.8345 10.8288
12.0-16.0 13.3494 13.3533 13.4016

Table 5.5: Average value for pT in each of the nine bins for the three polarization bins.

From the fits created in the second step, spin dependent yields of π0s can be established.

To find the value of the number of pions, the total counts near the pion peak are found,

then integrated counts from the background shape are subtracted. The region where these

values are counted is from 80 to 190 MeV. All these values (total counts, signal counts,

and background counts) are recorded and stored in a text file. From these values ALL can

be calculated using Equation 5.2. This whole process is done three times for the three

polarization bins, and for the nine pT bins.

5.2.3 Central pT value

Diphoton invariant mass counts between 80 and 190 MeV are used to calculate an average

pT value for reconstructed π0s within a given bin. The histogram with diphoton invariant

mass pT counts for the lowest polarization bin is given in Figure 5.2. The calculated values

of average pT for each polarization bin are given in Table 5.5.
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Figure 5.2: Number of counts above background in π0 mass range vs pT for the low
polarization bin. This distribution is used to determine the average pT for the nine bins.

75



Figure 5.3: Generated π0 pT (left) and energy (right) for Pythia embedding for events
within the η range of the EEMC.

5.3 Data Monte Carlo Comparison

The embedding Monte Carlo is discussed in detail in Section 3.2. Now that the procedure

for creating the diphoton invariant mass distribution and finding pions has been discussed

in full (above), it is now appropriate to discuss finding π0s with this simulation. Below

are detailed studies of the efficiency of pion reconstruction in embedding and comparisons

between algorithm output and fitting for embedding and real data.

Both of these studies utilize the embedding Monte Carlo. Energy and pT distributions

for of simulated π0s in the embedding simulation within the η range of the EEMC are

shown in Figure 5.3. The location of these π0s in the EEMC, both η and φ values, are

shown in Figure 5.4.
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Figure 5.4: Generated η (left) and φ (right) for π0s for within the η range of the EEMC.

5.3.1 Comparison of Diphoton Invariant Mass Distributions Be-

tween Data and Simulation

The simulation set is used as a consistency check on the shape of the invariant mass plots.

Embedding data events are used to construct the di-photon invariant mass plots shown in

Figure 5.5 with real data on top and embedding below. The di-photon counts are placed

in six pT bins instead of the usual nine due to limited embedding statistics. The six pT

bins are 2.5-4.0, 4.0-5.0, 5.0-6.0, 6.0-7.0, 7.0-9.0, and 9.0-16.0 GeV/c. Both sets of plots

are fitted using Equation 5.4 as explained in Section 5.2. Plots of the fitting parameters

are shown in Figure 5.6.

This comparison shows encouraging agreement between real and simulated di-photon

reconstruction, with some systematic variations. The widths of the pion peak are well

reproduced in simulation. The pion peak centroids differ between simulation and data,

but this may simply be explained as due to gain calibrations and importantly the same

correlation with pT in the data is observed in the simulation as well.
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Figure 5.5: Diphoton invariant mass plots created with pion reconstruction software. Com-
paring real data (top) with Phythia embedded in real background (bottom). Because of
limited statistics for embedding, for this comparison the data is split up into six pT bins
instead of the usual nine used in the analysis.
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Figure 5.6: Comparing the fitting parameters between doing the fit of diphoton invariant
mass plot from real data (in black) and embedding data (in blue).
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5.3.2 Pion Reconstruction efficiency

The embedding data are also used to calculate the pion reconstruction efficiency. Not

all diphoton invariant mass counts should be included in the efficiency calculation, only

those counts that have successfully reconstructed a π0. To differentiate background counts

from successfully reconstructed pions, counts are taken from the area of the mass curve

(from 0.08 to 0.18 GeV) and are required to have been reconstructed near the location of

a generated π0. The proximity of a reconstructed to generated pion is measured with ∆R,

with a proximity cut set for ∆R < 0.40. These distances are defined below:

∆η = |ηrecon − ηgen| (5.5a)

∆φ = |φrecon − φgen| (5.5b)

∆R =
√

∆η2 + ∆φ2 (5.5c)

where ηrecon and φrecon represent reconstructed pseudorapidity and polar angle respectively,

and ηgen and φgen represent generated pseudorapidity and polar angle. Generated η and φ

are based on momentum vector information, so if the option to fix Monte Carlo vertices at

zero is not activated during the analysis, it is required to calculate a detector based ηdetector

to replace ηgen. This can be calculated as follows:

ηdetector = − log
(

tan
(

arctan
H

270

)
/2.0

)
(5.6)
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Figure 5.7: pT for reconstructed π0s (left). Requires a π0 count with η in the EEMC range
and within ∆R < 0.40 of a simulated π0. pT for generated π0s (left) that were matched
within ∆R < 0.40.

where 270 cm is the distance from the center of STAR to the EEMC front surface and the

distance H can be determined by the equation below:

H = (270− Vz)×
pT
pz

+
√
V 2
x + V 2

y . (5.7)

pT and pz are the transverse and longitudinal momenta of the pion, and Vx, Vy, and Vz are

the x, y, and z components of the event vertex.

Figure 5.7 shows the reconstructed pT for reconstructed π0s passing the cut (left) and

the corresponding generated π0s (right). Similarly, Figure 5.8 shows the energy of success-

fully reconstructed π0s and corresponding generated π0s.

Efficiency is calculated as a function pT by comparing the number of successfully re-

constructed π0s (n1) over the number of generated π0s with 1.086 < η < 2.00 (n0).
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Figure 5.8: Energy for reconstructed π0s (left). Requires a π0 count with η in the EEMC
range and within ∆R < 0.40 of a simulated π0. Energy for generated π0s (left) that were
matched within ∆R < 0.40.

efficiency =
n1

n0

(5.8)

Uncertainty in the efficiency calculation is then given by:

error =

√
n1 × (n0 − n1)

n3
0

(5.9)

Pion reconstruction efficiency plotted against pT is shown in Figure 5.9 and average

efficiency for each pT bin used in the analysis is shown in Table 5.6.

5.4 False Asymmetries

The calculation of longitudinal double-spin asymmetry for inclusive π0 production has here

been described. In addition to ALL, four other asymmetries can be calculated from pion
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Figure 5.9: Efficiency calculated as the number of π0 candidates successfully reconstructed
divided by the number of neutral pions generated by Pythia. A pion candidate is considered
successfully reconstructed if it is found under the π0 mass curve from 80 - 190 MeV and
within ∆R < 4.00 of generated π0s.
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pT Efficiency +/-
2.5-4.0 0.07219 0.00163
4.0-5.0 0.1654 0.0032
5.0-6.0 0.265 0.005
6.0-7.0 0.3828 0.0079
7.0-8.0 0.4243 0.0107
8.0-9.0 0.47 0.01
9.0-10.0 0.4726 0.0188
10.0-12.0 0.5396 0.0183
12.0-16.0 0.4322 0.0226

Table 5.6: Average efficiency value for each of the nine pT bins.

yields binned by Spin-4. These asymmetries provide a valuable check on the analysis since

they are expected to be zero, or be in agreement with zero within measured statistical

uncertainties. The asymmetries are given as:

AY,BL =
σ+ − σ−
σ+ + σ−

(5.10a)

AlsLL =
σ−− − σ++

σ−− + σ−−
(5.10b)

AusLL =
σ−+ − σ+−
σ−+ + σ+−

. (5.10c)

AYL and ABL measure longitudinal single-spin asymmetries for the yellow and blue beams

respectively. The single-spin asymmetries are expected to be negligible compared to sta-

tistical uncertainty since they arise from parity-violating weak interactions.

AlsLL and AusLL are the like-sign and unlike-sign longitudinal double-spin asymmetries
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respectively. AlsLL, similar to single-spin asymmetries, arises due to parity violating inter-

actions. AusLL is made up of two measurements that are rotationally invariant.

Just as in Equation 5.2 the false asymmetries can be expressed in terms of measured

spin yields, beam polarization and luminosity normalization factors:

AYL =
1

PY

(N++ +N−+)−R1(N
−− +N+−)

(N++ +N+−) +R1(N−− +N−+)
(5.11a)

ABL =
1

PB

(N++ +N−+)−R2(N
+− +N−−)

(N++ +N−+) +R2(N+− +N−−)
(5.11b)

AlsL =
1

PY PB

N++ −R4N
−−

N++ +R4N−−
(5.11c)

AusL =
1

PY PB

R5N
+− +R6N

−+

R5N+− +R6N−+
(5.11d)

(5.11e)

The normalization factors, R1−6, are given in Equations 5.3a - 5.3f.

The four false asymmetries were calculated for the three polarization bins as seen in

Figure 5.10. These asymmetries provide an important check on the π0 ALL analysis.

Any significant variation from zero would indicate a problem in the analysis. All false

asymmetries were found to be consistent with zero.

85



pT
4 6 8 10 12 14

A
B

_L

0.5−

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

AB_LAB_L

pT
4 6 8 10 12 14

A
Y

_L

0.5−

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

AY_LAY_L

pT
4 6 8 10 12 14

A
ls

_L
L

0.5−

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

Als_LLAls_LL

pT
4 6 8 10 12 14

A
u

s_
L

L

0.5−

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

Aus_LLAus_LL

Figure 5.10: False longitudinal spin asymmetries in order: Blue beam single-spin asymme-
try (upper left), yellow beam beam single-spin asymmetry (upper right), like-sign double-
spin asymmetry (lower left), and unlike-sign double-spin asymmetry (lower right). Lowest
polarization results shown in green, middle polarization results shown in blue, and highest
polarization bin shown in red.
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5.5 Statistical Uncertainty Calculation

The statistical uncertainty for the longitudinal double-spin asymmetry of interest, ALL,

can be expressed as

σ2
ALL

=
∑
i

[(
∂ALL
∂N+

i

σN+
i

)2 + (
∂ALL
∂R3N

−
i

σN−
i

)2 + (
∂ALL
∂py

σpy)2 + (
∂ALL
∂pb

σpb)
2] (5.12)

where the last two terms can be safely ignored. Looking at the first two partial derivatives,

∂ALL
∂N+

j

=
pbjpyj∑
i p

2
bi
p2yiNi

(1− pbpyALL), (5.13)

∂ALL
∂R3N

−
j

=
−pbjpyj∑
i p

2
bi
p2yiNi

(1 + pbpyALL). (5.14)

The terms linear in ALL are negligible compared to 1, and so can be ignored. The

uncertainty can then be simplified to:

σ2
ALL

=

∑
j p

2
bj
p2yj(σ

2
N+

j

+ σ2
N−

j

)

(
∑

i p
2
bi
p2yiNi)2

. (5.15)

The statistical uncertainty in counts as stated above is σN+,−
i
≈
√
N+,−
i + 2 ∗B+,−

i

where B+,−
i is the background under the pion peak in the di-photon invariant mass fit.

Placing this into the equation for ALL a final expression for uncertainty statistical uncer-

tainty proposed for this procedure is found.
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δALL =

√∑
j p

2
bj
p2yj((N

+
j + 2 ∗B+

j ) + (N−j + 2 ∗B−j ))∑
i p

2
bi
p2yiNi

=

√∑
j p

2
bj
p2yj(Nj + 2 ∗Bj)∑
i p

2
bi
p2yiNi

(5.16)

The calculated statistical uncertainties for the three polarization bins and the nine pT

bins are shown in Table 5.8.

5.6 Systematic Uncertainties

Various factors were considered as sources of systematic error. These are discussed below

along with estimates of certain systematic errors for the analysis. Systematic uncertainties

can be broken between pT uncertainties and ALL uncertainties. For reasons discussed

below, uncertainties in pT are very small.

5.6.1 Luminosity and Polarization Uncertainty

The polarization uncertainty was determined to be 6.5% by the RHIC polarimetry group

[80], and is taken as an overall scale uncertainty. Relative luminosity is used in the same

way for π0 ALL as for inclusive jets and dijets, so the relative luminosity systematic can

be used from those analyses. By evaluating BBC/ZDC differences and false asymmetry

magnitudes, the inclusive jet analysis found a statistical uncertainty for luminosity of

±0.0005, which is negligible compared to other errors discussed below.
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Table 5.7: Values for fit uncertainties from each of the polarization bins. Lowest polar-
ization bin at the top, followed by the next polarization bin in the middle, and the high
polarization bin at the bottom.

5.6.2 Fit Systematics

Three estimates are made of the systematic uncertainty from the fitting procedure. Each

relies on calculating ALL using slightly altered procedures and then finding the difference

from the default analysis ALL. The first procedure uses different shapes for the diphoton

invariant mass background. The second measurement involves changing the fit range used

in the fit procedure. The final measurement examins the sensitivity of ALL to parameter

values within the calculated variance of the parameters.

The three fit systematics are added together in quadrature to find a total systematic

from the fit. In total, fit systematics range from 0.001 for low pT bins to 0.02 for

high pT bins, with some outliers. Values for each of the three systematics, along with

their summation in quadrature, are given in Table 5.7. Total values of fit systematic are

compared with ALL in Table 5.8.
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Fit Shape Systematic

Two fit shapes alternative to Equation 5.4 are used to calculate a fit shape systematic

uncertainty. A skewed Gaussian describes the pion peak quite well, so it is kept but the

background fit is altered. Both alterations keep the scheme of an exponential shape, but

change parameters inside the exponential. The first fit equation uses one less background

parameter, dropping the x2 term from the exponential:

exp
(
p0 + p1x

)
+ Amp ∗ exp

(
− 1

2

( x− µ
σ(1− skew(x− µ))

)2)
(5.17)

The second fit equation replaces the x2 exponential term in the background fit from Equa-

tion 5.4 with an x−1 term:

exp
(
p0 + p1x+ p2x

−1)+ Amp ∗ exp
(
− 1

2

( x− µ
σ(1− skew(x− µ))

)2)
(5.18)

Lower Range Fit Systematic

ALL is calculated for different fit ranges in addition to the standard fit range found in Table

5.3. The alternative fit ranges use the same upper fit range and exception for the η mass

peak but vary the low end by a value of +/− .01 GeV, which is equivalent to a single mass

bin in the diphoton invariant mass plot.

Shifting over only a single bin may seem like a small alteration to the procedure. Careful

study of diphoton invariant mass spectra reveals that the left side of the background curve

where the background starts to fall off is quite close to the pion mass peak. The choice of
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lower range is therefore tricky with possibly no ’correct’ choice. Values in Table 5.7 show

that the analysis is in fact sensitive to this choice.

This procedure was limited to a one bin shift because running the analysis varying by

two or more bins will render the fit unstable. This variation often places the left side of

the fit below the background fall off and/or inside the pion peak.

Parameter Fit Systematic

The procedure to determine a fit systematic for parameter variation is slightly more com-

plicated compared with the other fit systematics. The parameters from the initial fit are

determined as explained in Section 5.2.2, with p1, p2, µ and σ saved. ROOT calculates

each of these parameters with some value of variance which is also stored. The fit param-

eter systematic uncertainty looks at the effect of taking these parameters (excluding p2)

individually one at time and altering them by +/- their variance.

To do this the initial fit is repeated six times with each tested parameter altered by

+/- its variance. From here the procedure is continued as normal, calculating ALL and

comparing with default ALL.

5.7 Final ALL Results

Results for the longitudinal double-spin asymmetry for inclusive π0 production from 2009

200 GeV data is reported here. The dataset was divided into three subsets based on the

average beam polarization during data taking, to create three independent ALL measure-
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ments. Table 5.8 includes all measured ALL values along with statistical uncertainties,

and values for the systematic fit uncertainty. Figure 5.11 plots the three independent

measurements of ALL with DSSV14 [81] and NNPDF [82] theory curves against pT .

The three independent measurements are offset for readability: the lowest polarization

bin on the left (green), followed by the middle polarization bin (in blue), and the high

polarization beam on the right (in red). Bars around each of the ALL measurements

represent statistical uncertainty and and colored boxes represent systematic error in the

fit. The DSSV14 theory curve is shown in black.

Extrapolations of two modern theoretical models have been included based on polarized

PDFs from DSSV14 and NNPDF. Next-to-leading order calculations from [83] [84] were

used to determine these extrapolations. To calculate the DSSV curve Aπ
0

LL DSSV14 [81]

is chosen for the polarized PDF (to calculate the numerator) and CTEQ6M PDF [41]

was used for the unpolarized PDF (to calculate the denominator). The NNPDF Aπ
0

LL was

created using NNPDFpol1.1 [82] polarized PDF for the numerator and NNPDF2.3 [85]

PDF for the denominator. For both theory curves, the DSS fragmentation function was

utilized [86].

The uncertainty band around the ALL curves comes from the NNPDF calculation. The

NNPDF collaboration trains their neural network based fit on Monte Carlos replicas based

on the data. Replicas are generated taking into account nominal value of the data, errors,

and correlations. The NLO calculation ALL was performed for 100 replicas, and the error

bands are calculated from the standard deviation of these replicas.
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Figure 5.11: Double-spin asymmetry plotted against pT . Bars give statistical uncertainty
and boxes give fit systematics. Lowest polarization results shown in green, middle polar-
ization results shown in blue, and highest polarization bin shown in red. The DSSV14
theory curve is shown in black.
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Table 5.8: Values for the longitudinal double-spin asymmetry for inclusive π0 production
from three independent data sets. Statistical uncertainties and systematic uncertainties
from the fitting procedure are also included.
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Chapter 6

Conclusion and Outlook

The 20th century saw both the discovery of the proton as a basic building block of the

atomic nucleus and of the proton’s own internal structure. QCD was discovered as a

powerful theory for understanding protons, neutrons, and other particles bound by the

strong force. A ’spin crisis’ occurred when intrinsic quarks were found to carry a much

smaller fraction of proton spin than previously expected. Measurements constraining gluon

spin increase our understanding of the proton internal structure and serve as a tool for

uncovering properties of QCD more generally.

RHIC is the world’s first polarized proton-proton collider and has kinematics that

are sensitive to gluon interactions. This allows measurements at RHIC to place important

constraints on gluon polarization in the proton. Results from STAR have already succeeded

at narrowing theory curves for g(x), including the first non-zero measurement from Run

9 inclusive jets. Data from STAR can continue to probe lower values of Bjorken-x where
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gluonic contributions are less well constrained.

The measurements of longitudinal Aπ
0

LL at 200 GeV from Run 9 are reported here. The

average energy profile of photons in the SMD was studied to help improve the π0 recon-

struction algorithm. The modifications made allow for intelligent decisions in resolving

situations in which photons are close together in either SMD plane. This allows for better

reconstruction of high energy π0s. Three independent measurements of Aπ
0

LL were created,

yielding results that are mostly consistent with theoretical expectations.

Future work with longitudinal Aπ
0

LL and other observables will help further constrain

g(x). A larger longitudinal proton-proton dataset was taken by STAR in Run 15. The Run

15 dataset recorded 52 pb−1, nearly twice the statistics of Run 9. Furthermore, longitudinal

proton-proton collisions at 510 GeV were taken in Run 12/13, 82 pb−1 in Run 12 and 300

pb−1 in Run 13. At these higher collision energies, the STAR detector can efficiently

probe partons of lower momentum fraction; this means that these datasets should allow

for measurements which will better probe g(x) at low Bjorken-x.

The STAR forward upgrade planned for 2021 and future transversely polarized pp and

pAu (proton-gold) runs at RHIC will continue to advance our understanding of parton

spin [87]. Further into the future, the upcoming EIC (Electron Ion Collider) will add

capabilities for colliding a polarized electron beam with a polarized proton beam at BNL.

The EIC and the next generation of detectors will allow for precise measurements which

will further push our understanding of QCD and parton spin in the proton to new heights.
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